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ABSTRACT 

  Rising data demands from artificial intelligence (AI) and large language models (LLMs) generating 
images, videos, and text have prompted increased need for larger and more robust data centers in the United 
States. Major companies interested in these larger data centers face the choice of linking them to existing 
regional grids, building stand-alone power supplies onsite, or a combination of both. The request, review, 
and approval process for new transmission lines to grids in the United States, however, has grown in recent 
years to times spans rivaling those of new construction for nuclear power plants. Building an islanded power 
supply for each data center is therefore becoming a prominent option.  

In this case study, several technologies are modeled in techno-economic simulations for long-term 
system costs subject to fixed electricity demand from a singular data center. A 250 MWe data center is 
assumed with additional 50 MWe for resiliency. Techno-economic simulations are conducted using the 
Holistic Energy Resource Optimization Network (HERON) software, which is a part of the Framework for 
Optimization of Resources and Economics (FORCE) tool suite. Technologies considered include solar, 
wind, lithium-ion batteries, and several types of nuclear reactors: large-scale reactors, small modular 
reactors, and microreactors. A low- and high-cost estimate for each technology is assumed to develop a 
range of expected economic performance. Low-cost estimates included several clean energy production tax 
credits. Different combinations of renewable energy generators with nuclear reactors are considered, 
ranging from a fully renewable-powered data center to a fully nuclear-powered data center. Historic time 
series of wind and solar availability from the Texas grid are used to train a reduced order model; this model 
then generates unique time series with similar characteristics of the training dataset. Multiple scenarios of 
weather and subsequent operations are simulated for each renewable-nuclear combination to determine total 
costs throughout the project lifetime.  

Fully renewable-powered configurations required large amounts of installed capacity (GW scale) in the 
simulations to meet the fixed demand of the data center. This is due to some scenarios in the historical 
dataset which captured low-wind and low-solar days, requiring over-building of these technologies as well 
as batteries to compensate for the low amounts of electricity generation. Fully nuclear-powered 
configurations outperformed the fully renewable and mixed renewable-nuclear configurations in terms of 
cost, with ranges between $1B and $10B in 2023 USDs compared to $40B+ for fully renewable 
configurations. Of the nuclear technologies, small modular reactors performed better economically than 
large-scale nuclear models due to lower projected capital costs, and both performed better than the 
microreactor models. These results demonstrate the applicability of firm, dispatchable electricity resources 
from baseload generators like nuclear power plants for operating facilities that run at constant power 
without daily variability.  
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Powering Data Centers with Clean Energy: A Techno-
Economic Case Study of Nuclear and Renewable 

Energy Dependability 
 

1. Introduction 
With the advent of large language models (LLMs) and the expansion of more advanced artificial 

intelligence (AI) and machine learning (ML) algorithms, modern data centers’ computational needs—and 
therefore their energy requirements—have grown exponentially in the United States (U.S.). Data centers 
will grow in number and size in the coming decade to keep up with requests for auto image generation and 
other prompted, generative AI. Increases in electricity demands from these data centers will strain regional 
electricity regulators as future centers, ranging from 200 MWe to the GWe scale, are built in the coming 
decade [1]. Growth projections of data centers in the U.S. place their percentage of total grid demand 
between 4.6% and 9.1% of 2030 electricity consumption [2]. Transmission lines to these new data centers 
can be built but setting up a grid connection for electricity supply is not favorable due to many factors, 
including cost and length of time necessary to connect these levels of load to the grid, as well as the 
reliability requirements of these data centers. An islanded operation—one where the power generator is co-
located with the data center—is a potential alternative, given that the supply of electricity upholds strict 
reliability standards. Many data centers require as much as 99.999% uptime for normal operation to avoid 
damage to data and prevent economic losses for customers [3,4]. Moreover, this growth stage for data center 
power configuration is a great opportunity to implement a zero-emission, clean energy design to avoid 
further greenhouse gas emissions from a growing industry. Companies interested in increasing data center 
production, such as Google, Microsoft, and Amazon, have all made pledges to achieve net-zero emissions 
or negative emissions between 2030 and 2040 [5–7]. Clean energy solutions to powering data centers will 
aid these companies in meeting their climate pledges and help the U.S. meet its general net-zero emissions 
target by 2050 [8].  

Requiring zero-emissions clean energy solutions for data centers’ electricity demands limits the options 
of available generation types in the U.S. Localized solutions for hydroelectric or geothermal power could 
be implemented, but these restrict siting options. More universal solutions include variable renewable 
energy (VRE) generation via technologies such as photovoltaic solar, offshore and onshore wind turbines, 
and energy arbitrage via batteries. However, the intermittency of renewable energy generation also poses 
challenges to the reliability standards of data center electricity demand, even with the use of battery storage. 
Nuclear power plants (NPPs), with their zero-emission baseload operation, seem better poised to supply the 
energy needs of these new data centers [9].  

Some considerations include costs, reliability, land usage, and construction time. We address the issues 
of costs and reliability in this report via techno-economic analysis (TEA) of the different nuclear and 
renewable energy technologies and how effectively they meet data center energy demand using the 
Framework for Optimization of Resources and Economics (FORCE) [10–12]. TEA has commonly been 
conducted via the FORCE toolset at Idaho National Lab (INL) for integrated energy systems, where a mixed 
portfolio of VRE and nuclear power work together to meet regional demand for commodities—e.g., 
electricity, hydrogen, thermal energy—and sell these commodities to established markets at fluctuating 
prices. A bi-level optimization is conducted where the inner level optimizes resource utilization or dispatch 
according to technical constraints and the outer level optimizes component (e.g., power plant, wind farm) 
sizes. Uncertainty in the demand, electricity prices, and weather conditions for VRE operations is 
incorporated via reduced order models (ROMs) trained on historical time series. These models generate 
synthetic time series or histories sharing statistical characteristics of the training time series dataset while 
still being unique scenarios or realizations. The inner level is expanded to optimize resource utilization over 
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N unique realizations; this creates a distribution of economic outcomes over all realizations and the outer 
level can instead optimize the expected value (or some other desired statistic) of economic performance.  

TEA for a data center powered by nuclear, VRE, or a combination of both, can be conducted using the 
FORCE toolset, albeit with some differences as compared to previous studies. Here we do not consider 
market dynamics, nor do we consider cash inflows from commodity sales. Rather, we focus primarily on 
capital and recurring operations and maintenance (O&M) costs from the building and operation of the 
various electricity generating components for comparison studies. The bi-level optimization is better 
described as a cost minimization problem with electricity demand constraints. The trained model for 
synthetic time history generation is purely trained on weather conditions for wind and solar availability. 
The outcome of these TEA simulations therefore answers the question: what is the optimal combination of 
technologies—different types of nuclear plants and VRE coupled with storage—to reliably meet data center 
demand at the lowest cost? For this comparison study, it is assumed that the technologies must meet 100% 
of the data center demand with extra capacity for resilience. Finer resolution reliability studies for the 
99.999% uptime requirements and the effects of having multi-unit nuclear reactors for refueling and 
maintenance outages is a subject of potential future work. 

In this report we conduct a comparison TEA study of different clean energy solutions for data center 
electricity demand. An overview of all technologies considered in the comparison study is presented in 
Section 2. Results of the TEA and simulations are detailed in Section 3. Some considerations for follow-up 
studies are proposed in Section 4. A final discussion and conclusion of the current work is summarized in 
Section 5. Additional information on assumptions and more technical aspects of the simulations are 
included in the Appendix. In Appendix A.1 and A.2, we give an overview of the selected training dataset 
for scenario optimization and the training of the synthetic history ROM, with results of the generated time 
series datasets in A.3. In Appendix A.4 we give an overview of the bi-level optimization strategy conducted 
via the FORCE toolset as well as some assumptions made. 

 

2. Technology Selection and Economics 
A major strength of the FORCE toolset TEA capabilities is the incorporation of uncertainty within the 

second, inner level via synthesis of unique time series scenarios. These synthetic time series or histories are 
used to create a distribution of economic performances with imposed technical constraints of the physical 
systems being modeled in the simulations. In this study, a ROM was trained on datasets from the Electric 
Reliability Council of Texas (ERCOT), which maintains and regulates a competitive wholesale market of 
electricity from different generators and consumers. Datasets for multiple years are available for load 
demand and historic pricing; for the purposes of this study, datasets on solar and wind utilization are used 
to train a ROM for the subsequent TEA simulations. 

Several technologies are considered in this case study as dependable power supply sources for the data 
center. It is assumed that the data center will not have an outside connection to or from the regional grid. A 
combination of VRE generators, different types of nuclear plants (existing or advanced designs), and battery 
storage for electricity, are studied within several TEA simulations. Assumptions and designs are outlined 
below; more information on how the simulations are carried out in the Holistic Energy Resource 
Optimization Network (HERON) can be found in Appendix A [13–17]. For all technologies, a lower and 
upper bound for costs are determined to create a bound of expected techno-economic performance of the 
system. Costs are based on 2023 USD. 

 

2.1. Data Centers and Reliability Requirements 
As demand for cloud and AI services increases across the country, data centers must keep up. Reliability 

is a key requirement for data centers, as any interruptions or outages will lead to damage of data and 
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economic losses (approximately $9,000 per minute) for unplanned outages, according to one study [4]. In 
this study we consider a data center requiring 300 MWe of capacity. We consider a design where 250 MWe 
of electrical power is required for operations and an extra 50 MWe is added for resilience and redundancy. 
Lower and upper bound cost estimates for the data center are provided in Table 1. The project lifetime of 
20 years was selected assuming it matches a typical data center’s lifetime. Only capital expenditure 
(CAPEX) cash flows were considered for the data center [18]. Follow-on studies would benefit from better 
data on expected cash inflows from specific data centers.  

  

2.2. Renewable Energy Generators and Storage 
Several VRE technologies were considered in this case study, including solar and wind power. These 

ensure a carbon-free energy supply for the data center. Solar generation is assumed to be utility-scale 
photovoltaic; wind generation is assumed to come from an onshore wind farm. In the outer optimization of 
HERON, the capacities for these are either optimized or iterated in a parametric sweep; within the inner 
dispatch optimization, these nameplate capacities are modified based on a time-dependent capacity factor. 
This capacity factor, for wind and solar respectively, is an hourly synthetic history or time series sampled 
from the trained ROM, examples of which are shown in Section A.3. In this way, the production of 
electricity from either of these VRE components is dependent on synthesized weather conditions trained 
on historic data from Texas. CAPEX and fixed O&M costs were considered for both technologies, the latter 
being applied as recurring yearly cash flows. The full capacities of these technologies (not modified by 
capacity factor time series) were used as the drivers for both cash flows.  

Energy storage in this case study is modeled using battery storage for electricity. Lithium-ion batteries 
were selected as the baseline model for this component in the TEA simulations. CAPEX and fixed O&M 
costs were considered for battery operation, the latter applied as recurring yearly cash flows. An assumed 
lifetime of 10 years required an additional reconstruction CAPEX cashflow midway through the project 
lifetime. Additionally, a round-trip efficiency loss of 0.86 was applied to the batteries. Initial storage levels 
for the batteries were assumed to be 100%, with periodic boundary constraints requiring them to be 
recharged to full levels by the end of the simulated time segment. 

 

2.3. Nuclear Power Plants 
NPPs, with their typical baseload operation, were selected as an additional clean, carbon-free energy 

supply for the data center. In this case study, nuclear power is considered in combination with VRE and as 
a stand-alone option for data center supply. Multiple options for NPPs are selected within this case study: 
a large nuclear power plant design (based on existing technologies), small modular reactors (SMRs), and 
microreactor designs. Cost estimates for these reactor designs differ based on their technology readiness 
levels; these ranges are considered by using lower and upper bound estimates and simulating operations at 
both cost levels or each design and combination with VRE. For each nuclear technology, only the electrical 
power output was considered, assuming that it would be coupled with a turbine and generator. The 
conclusions from these TEA simulations are meant to be a demonstration of performance differences 
between technologies and not a true reliability metric for typical data center uptime requirements 
(99.999%). Finer resolution studies would be a subject of potential future work to determine an optimal 
number of units subject to expected outages due to refueling and maintenance. 

 

2.3.1. Large Nuclear Power Plant 
Based on available cost numbers, the Vogtle NPP was used as the model for the large NPP (LNPP) 

technology in this case study. Cost numbers were taken from a 2015 study and converted to 2023 USD 
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[19]. The net output of the Vogtle plant is 2200 MWe; a scaled-down version would be assumed for this 
case study at different MWe output levels. CAPEX, fixed O&M, and variable O&M costs were considered 
in this study, where the variable O&M are applied hourly using power generation as the cash flow driver. 
A fixed dispatch strategy was assumed for power generation. The 60-year lifetime of the large NPP, being 
longer than the project lifetime, did not require an additional CAPEX cash flow apart from the first 
construction. 

 

2.3.2. Small Modular Reactors 
Small modular reactors (SMRs) are an advanced reactor design currently in development by several 

American companies that plan to deploy the technology in the U.S. and Europe in the next decade [20–23]. 
Since the design has yet to be deployed, the cost estimates for construction and operations are projections 
and range in values depending on the source. CAPEX and variable O&M costs were taken from a literature 
review of advanced reactor designs from INL [24]. Here lower and upper bounds were selected for 
individual analyses. These reactors were assumed to be dispatchable in their electricity production, and so 
a fixed dispatch strategy was not used. Minimum power operation for these units was assumed to be 30% 
of their nameplate capacity. Since SMRs are deployed as units, it was assumed that a single unit had a 
capacity of 150 MWe. Different numbers of units were considered in combination with VRE in this study.  

 

2.3.3. Microreactors 
Microreactors are another advanced reactor design being developed at INL for smaller-scale, localized 

deployment. Cost estimates, similar to those of the SMR, are currently projections based on several studies 
and have been summarized in a previous literature review. Microreactors are also assumed to be 
dispatchable in their electricity production (i.e., they produce electricity flexibly). Units of microreactors 
were assumed to be approximately 3 MWe, so multiple units would need to be deployed together to power 
the data center even when combined with VRE. The minimum power generation for each unit was also 
assumed to be 30% of its capacity.  

 

2.4. Costs and Other Economics 
Some macroeconomic parameters—such as tax rate, inflation rate, and discount rates—are summarized 

in Table 1. Tax and inflation rates from a previous INL study were used [25]. The discount rate was taken 
from the same study and calculated based on weighted average cost of capital for nuclear [25].  

 

Table 1. Macroeconomic and data center cost parameters for the simulations. 

Data Center  
Data Center CAPEX, [$/kWe] 

[Ref 18] Project 
Lifetime 

Discount 
Rate 

Tax Inflation 
Rate Design Power Low High Rate 

300 MW 7,000 12,000 20 years 10.2% 28% 3% 
 
All cost values for the individual technologies considered are summarized in Table 2. These include lower 
and upper bounds for CAPEX, fixed O&M (where applicable), and variable O&M (where applicable). All 
costs are given in units of 2023 $/kW; units for the battery costs are in 2023 $/kWh. Variable O&M costs 
are not considered for wind, solar, and battery operation; fixed O&M are not considered for the SMRs and 
microreactors.  
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Table 2. Summary of costs, both lower and upper bounds, for each technology including references. 

 Low High Low High Low High  

 CAPEX [$/kW] Fixed O&M [$/kW-yr] Variable O&M [$/kWh] Reference 

Wind 1,025 1,700 20 35 - - [19] 

Solar 700 1,400 7 14 - - [19] 

Battery 301* 436* 8 19 - - [26] 

Large NPP 8,475 13,925 153 0.004 0.005 [19] 

SMR 5,280 9,240 - - 0.020 0.046 [24] 

Microreactors 10,560 22,440 - - 0.092 0.178 [24] 

 *$/kWh      

 
To represent a low and high estimate of cost values more accurately, additional adjustment factors were 
applied based on tax credits from the Inflation Reduction Act. Since these tax credits would reduce costs, 
the upper bound costs in Table 2 were not modified. The lower bound CAPEX and variable O&M were 
modified with an investment tax credit (ITC) and a production tax credit (PTC), respectively. An ITC of 
40% for clean generators and a PTC of $33/MWh were assumed as the largest tax credits for a final lower 
cost estimate.  
 

2.5. Additional Components 
While this case study considers a data center and power supply design that is not connected to the grid, 

the actual simulations do include “import” and “export” entities as a HERON producer and demand 
component, respectively. These represent an additional influx and outflux of electricity external to the 
components and are included to improve feasibility of optimization solutions. If, for example, the optimizer 
or the parametric sweep selects a combination of component capacities that falls short of meeting data 
center electricity requirements, the import component is available to supply the shortfall. Similarly, in the 
case of fixed operation, the export component is available as a sink for any additional production. Since 
these are strictly for feasibility concerns and should not be part of the final power design, usage of either 
the import or export components is discouraged within the simulations with prohibitively large cost values. 
Zero utilization of import production was used as a criterion for selecting a feasible combination of 
technologies that could reliably power the data center.  

 

2.6. Methodology for TEAs 
Simulations of reliable data center power supply were conducted for different generation mixes as 

outlined in Table 3. The generation mix was determined based on a sliding scale of incorporated VRE as a 
percentage of the full data center demand, assumed to be 300 MWe including redundancies. A total of 11 
combinations of nuclear-VRE were considered, each simulated separately with low and high costs. Supply 
from VRE is assumed to be a combination of solar, wind, and battery. 

 



 

6 

Table 3. Summary of nuclear-VRE combinations and the different TEA that were conducted. L+H 
symbolizes that simulations with low and high costs were separately conducted.  

Nuclear 
Technology 

Percentage of Supply from VRE (Remainder from Nuclear) 
0% 25% 50% 75% 100% 

LNPP L + H L + H L + H L + H  
L + H SMR L + H — L + H — 

Microreactor L + H L + H L + H L + H 
 

The 0% VRE column models systems where the entire 300 MWe is supplied by either one LNPP, two 
SMR units, or 100 microreactors without battery storage. Due to the selected size of SMRs, only a 
combination of a single 150 MWe unit with the other 50% of data center capacity supplied by VRE is 
considered. For the LNPP and microreactor options, this case study considers combinations with 25, 50, 
and 75% of the 300 MWe data center powered by VRE, with the remaining percentage covered by nuclear 
technology. Additionally, a pair of simulations for low and high costs was conducted with 100% VRE 
coverage of the data center electricity demand. 

For each of the nuclear-VRE combinations in Table 3, the nuclear technology and data center sizes were 
fixed a priori. The HERON simulations were then posed to determine the optimal size of VRE required to 
meet the remaining electricity demand from the data center that was not already met by the NPPs. For each 
iteration of VRE sizes, 50 stochastic scenario realizations (as noted in Table 5) were conducted to find the 
optimal dispatch of electricity for different scenarios of wind and solar availability sampled from the trained 
synthetic history ROM.  

 

3. Results 
Simulations of system operations and economic assessments of the different compositions of nuclear-

VRE were conducted using HERON optimization mode. A gradient descent algorithm was chosen to find 
optimal capacities of VRE components which both meet the data center electricity demand constraint 
(without need for import or export of electricity) while minimizing costs. Results are summarized in the 
next subsections. 

 

3.1. Optimal Costs 
HERON simulations of the 11 different nuclear-VRE combinations resulted in an expected value of 

NPV for the specified project lifetime of 20 years. Expected values of NPV for each nuclear-VRE 
combination were computed in this manner using a low estimate and a high estimate of each component 
cost. These results are illustrated in Figure 1. Data points on the far left-hand side of the plot represent a 
range of total costs for a data center powered 100% by VRE. This range is bounded by the two expected 
values of NPV, one of which uses all the lowest estimated costs for solar, wind, and battery components 
(including ITC reductions for CAPEX costs) as the lower bound and the highest estimated costs for all VRE 
components (without any tax credits) as the upper bound. The NPV here is instead labeled as a cost since 
positive cash flows (from data center operations, for example) are not considered. A gradient descent 
algorithm was used to find the mix of VRE technologies that led to the lowest total cost throughout the 
project’s lifespan. The lowest VRE-only configuration cost that reliably met the data center demand was 
approximately $40B in 2023 USD; the highest cost was larger than $140B.  
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Figure 1. Range of total costs, in 2023 USD, for 20-yr operation and construction of different nuclear-
VRE generation mixes each powering a 300MWe data center. Low- and high-cost estimates were used to 
create upper and lower bounds. 

The remaining values of Figure 1 represent total costs for configurations that include nuclear 
technologies as a method for powering the data center in varying proportions of the required demand. Data 
points with solid circles represent simulations where the solutions converged with N=50 inner samples; 
others were only able to converge in fewer inner samples due to project time constraints (most in N=25, 
others in N=47). Four simulations were conducted for a 25% nuclear, 75% VRE configuration (as a 
percentage of the total 300 MWe required by the data center). Two of those four simulations model a LNPP, 
and the others model a microreactor as the nuclear component. There were no simulations for SMR at this 
proportional level since power output would be less than the nameplate capacity of a single unit. A gradient 
descent algorithm was again used, this time to determine the optimal mix of VRE technologies that meet 
75% of the data center demand (assuming that the nuclear component was sized to meet 25% of the 
demand). Simulations using a LNPP resulted in lower total costs than the VRE-only cases for both the high-
cost and low-cost estimates: about a 30% and almost 50% cost reduction for the upper and lower estimates, 
respectively. Costs relative to the VRE-only case results are shown in Figure 2. Simulations using 
microreactor power for 25% of the total demand also resulted in a lower total cost for the upper bound 
(approximately 25% cost reduction) but a higher cost for the lower bound (approximately 20% cost 
increase) than the respective VRE configurations.  
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Figure 2. Upper and lower bound costs for 20-yr operation and construction of nuclear-VRE generation 
mixes as a fraction of the highest and lowest VRE total cost, respectively. 

Simulations using 50% or more nuclear power all resulted in lower total costs than both the upper and 
lower bound costs for VRE-only configurations as shown in Figure 1. Upper and lower bound costs when 
modeling 50% nuclear power are still generally prohibitive, ranging in the tens of $B. When ranking the 
different nuclear technologies for the 50% nuclear configurations, costs for SMRs and microreactors are 
higher than those for LNPPs. The respective upper bound SMR and microreactor costs were between 30% 
and 40% lower than the VRE upper bound costs; the lowest was approximately 30% lower than lower 
bound VRE costs. LNPP upper bound costs were 60% lower than the highest VRE cost; LNPP lower bound 
costs were 40% lower than the lowest VRE cost.  

Simulations using 75% nuclear power had further cost reductions compared to the previous 
configurations with higher proportions of VRE. Upper bound costs continued the same trend; lower bound 
costs for microreactors improved more than LNPPs, however, with a potential factor being higher capacities 
of VRE required due to uncertainty in the time series realizations. Here, upper bound costs using either 
nuclear technology range between 60% and 80% lower than the VRE-only upper bound costs; lower bound 
costs are between 50% and 70% lower than the VRE-only lower bounds.  

Nuclear-only simulations, using high and low estimate costs, were conducted for all three nuclear 
technologies as shown in Figure 1 and in a zoomed in version of the same plot in Figure 3. Since no VRE 
technologies were considered for this set of simulations and the only source of uncertainty was due to 
synthetic histories of solar and wind availability, the techno-economic performance of these configurations 
was calculated with only a single inner realization or scenario. Here, microreactors have the highest ceiling 
in terms of cost for both the high and low-cost estimates. LNPP and SMR total costs were more similar in 
both the upper and lower bound results; SMRs here were more cost competitive than the LNPP. Lower 
bound costs for all nuclear technologies range between $1B and $2.5B, with upper bound costs for the 
LNPP and SMR configurations between $5B and $6B.  
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Figure 3. Range of total costs in 2023 USD, for 20-yr operation and construction of different nuclear-
VRE generation mixes each powering a 300MWe data center; zoomed in for the 75% and 100% nuclear 
configurations. 

3.2.  Optimal Technology Capacities 
 

Optimal capacities associated with all upper bound total cost results for all 11 nuclear-VRE 
configurations are shown in Figure 4. Results show that a large amount of VRE capacity was required for 
most configurations with non-zero VRE contributions, often more than 10-fold the required capacity of the 
data center. These large amounts of installed VRE—in different proportions of solar, wind, and battery 
installations—are necessary, mainly due to the constraint of resiliency in power supply to the data center. 
Power generation from these VRE sources depends on uncertain weather conditions, historical datasets 
which were used to train a ROM that generates unique instances of these conditions. Capacity planning 
under these constraints is highly sensitive to outliers in the simulated datasets: a cluster or day with low-
wind and solar availability will require a large amount of installed wind and solar generation, as well as 
battery storage, to produce the required 300 MWe. The large amount of built VRE will then be carried 
throughout the rest of the project even during days when the installed capacity far exceeds requirements.  

Some additional features within the optimal capacity results in Figure 4 include the nuclear capacity 
sizes and the mix of VRE technologies chosen by the optimization. The nuclear capacities required for the 
nuclear-VRE configurations do appear in Figure 4 but appear very small in comparison to the VRE required 
capacities since they are sized closer to the 300 MWe capacity demanded from the data center. The chosen 
mix of VRE capacities when coupled with nuclear also varies between nuclear technologies. For example, 
the 50% LNPP configuration uses a larger proportion of battery storage than wind generation when 
compared with the 50% SMR configuration and the 50% microreactor configuration. These selections may 
be due to some outlier events present in the synthetic history profiles: low wind and low solar events, 
particularly at the start of the day, may require larger capacities of battery storage to make up the remaining 
demand not already met by nuclear generators. However, because of the periodic boundary constraints, the 
total installed capacity of wind, solar, and nuclear must also be sufficient to charge the battery capacity 
back to its starting charge level. This constraint, while ensuring that battery resource levels are conserved 
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from day to day, may drive required capacities from VRE to large values particularly when an outlier event 
in the sampled scenarios necessitates those large capacities.  

 

 
Figure 4. Optimal capacities for each of the 11 nuclear-VRE generation mixes. Uses upper bound cost 
estimates for component costs. 

3.2.1. Dispatch Analysis 
One example of how outliers in VRE availability profiles affect capacity selection is shown in a sampled 

synthetic history in Figure 5 and the associated optimal dispatch in Figure 6. The synthetic history shows 
hourly values for solar and wind availability for a selected cluster of the year. Solar availability peaks at a 
factor of 0.5 utilization and is only available for a limited duration of the day. Wind availability peaks at 
nearly 0.1 utilization of the installed capacity earlier in the morning, with a smaller range of availability 
than solar for the selected cluster. Combined, these two captured trends from the historical dataset represent 
a low-solar and even lower-wind scenario, which requires a larger amount of installed capacity to 
compensate.  
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Figure 5. Example synthetic history showing a low-wind and low-solar day. 

A quick integration of these two curves gives an estimate for a capacity factor of energy production: 
approximately 2.5 and 0.3 utilization hours for solar and wind, respectively, for the entire day. Considering 
that the data center requires at least 250 MWe, or 6000 MWh for the day, the amount of pure solar 
generation that would need to be installed would be 2.4 GWe; for pure wind, 20 GWe. Additional storage 
would need to be installed to provide the necessary electricity when both solar and wind are not generating 
sufficiently at the start of the day. Due to the imposed periodic boundary constraints, however, HERON 
simulations require that the amount of storage at the end of the day matches the beginning of the day to 
ensure enough electricity is available for the beginning of the next day (for which the VRE capacity factors 
are not known ahead of time). This requires more generation from the solar and wind components to 
replenish battery-stored electricity to its starting levels, which can be strenuous during the low-wind and 
low-solar scenario days. Figure 6 shows an optimal dispatch during the same scenario from Figure 5 using 
1.5 GWh of battery storage. The battery is required to power the data center for the first five hours of the 
day; afterwards, a mixture of solar, wind, and electricity imports is required to recharge the battery while 
also powering the data center for the remainder of the day. Solar and wind power were not sufficient in this 
case to be self-reliant. Ultimately, these results show better compatibility between a firm, dispatchable 
power generation from an all-nuclear configuration and the constant power consumption of data centers.  
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Figure 6. Optimal dispatch strategy for the low-wind and low-solar scenario. 

 

3.2.2. Cost Breakdown 
HERON simulations provide an option to run in a debug mode, which provides illustrative cashflow 

plots as well as the dispatch plot shown in Figure 6. Cashflow plots were generated for a few of the nuclear-
VRE generation mixes. Inflows, outflows, and net cash flow for a full project year, though only for a single 
realization, are shown in Figure 7 for the VRE-only case using upper bound costs. CAPEX cash flows in 
the zeroth year dominate the budget sheet, with some fixed O&M costs each year and additional incurred 
CAPEX costs for batteries due to their component lifetime being 10 years, and therefore requiring 
reconstruction. In the legend of the figure, the “import” and “export” component cashflows are included in 
the list of all cashflows but do not show up in the actual graph. These represent the penalty cash flows that 
arise when the different configurations require excess energy to be imported to or exported from the system 
(in the case of the former, this would be when the configuration capacities are insufficient to meet the data 
center demand). For the same configuration, a pie chart in Figure 8 represents the cumulative cash flows. 
This shows that wind and solar CAPEX cash flows constitute most of the total incurred costs.  
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Figure 7. Cash inflows, outflows, and net values for a single realization of the VRE-only configuration for 
the full project lifetime, using upper bound costs. 

 
Figure 8. Cumulative cash flows for full project lifetime as a pie chart for the upper bound costs of VRE-
only configuration. 

  

 Comparatively, cashflow costs for the 50% SMR, 50% VRE configuration (using upper bound costs) 
in Figure 9 show a much larger proportion of the zeroth year costs dominated by the wind CAPEX cash 
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flows compared to SMR, battery, and data center cash flows and relevant fixed costs. The cumulative cash 
flow pie chart in Figure 10 further illustrates how wind CAPEX as well as fixed costs outweigh costs from 
other components, including SMR construction costs.  
 

 
Figure 9. Cash flow inflows, outflows, and net values for a single realization of the 50-50 SMR-VRE 
configuration for the full project lifetime, using upper bound costs. 
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Figure 10. Cumulative cash flows for full project lifetime as a pie chart for the upper bound costs of the 
50-50 SMR-VRE configuration. 

4. Land Usage and Grid Connection Considerations 
Multiple external factors impacting this case study should also be considered when gauging the 

suitability of different technologies. Land usage is an additional constraint for site selection when 
considering building VRE as opposed to nuclear plants. GW scale VRE installation of solar or wind could 
require many acres of land to adequately space apart wind turbines or rows of solar panels. Nuclear plants, 
on the other hand, require a much smaller footprint to provide the same amount of power generation, with 
a land use efficiency of 57,000 MWh/year per acre compared to 200 and 3100 MWh/year per acre for solar 
and wind, respectively [27]. Powering data centers with nuclear technology saves land and has less limited 
choice for siting locations due to smaller spacing requirements. An estimate of acreage required from each 
technology configuration was calculated using assumed values of acres/MW from literature and 
summarized in Table 4.  

Table 4. Assumed number of acres needed per installed MW capacity for different technologies. 
Technology Acres/MW Reference 

Wind 2.47105 [28] 

Solar 7.9 [29] 

LNPP 0.543 [30] 

SMR 0.038 [30] 

Microreactor 0.06 [31] 
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These estimates for acres per installed capacity were then used to calculate total amount of acres required 
for each configuration, using the capacities from Figure 4. A breakdown of acres needed for wind, solar, 
and each type of nuclear technology are shown in Figure 11. Total acres for all technologies are also shown 
in a log scale to better demonstrate comparisons between VRE and nuclear requirements. These calculations 
show that nuclear land usage requirements are between three and five orders of magnitude lower than for 
VRE. Follow-up studies could use results from this case study to refine land usage requirements and costs 
for all configurations, then estimate total costs with additional incurred costs in different regions.  

 

 
Figure 11. Acres required for installed capacity of each configuration, broken down by technology. 

At the forefront of the technology selection issue is the question of whether to design an islanded, self-
sufficient data center power supply or to connect the data center to the grid for its power supply. 
Construction times for nuclear plants have been known to range between 3 to 10 years in the United States 
before the Three Mile Island incident, and up to 15 years afterwards [32]. Construction times in other 
countries typically range from 5 to 10 years. Though still under development and construction by U.S. 
companies and manufacturers, modularization of SMRs and microreactors will improve construction 
learning rates and may further improve construction times [33]. Estimated construction times for SMRs in 
recent literature reviews have a median of 55 months [34]. In comparison, if considering a grid connection, 
grid regulators and utilities require entities to file interconnection requests, which include a series of studies 
and reviews to determine the impact of the new entity on grid requirements and the design and impact of 
transmission lines to said entity. Recent increases in interconnection requests have created interconnection 
queues due to limited resources to handle the influx of reviews. In the last decade, time elapsed between 
filing an interconnection request and beginning commercial operations has increased to 50 months on 
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average, with an increasing trend [35]. Data for these timelines was assembled for six different regional 
operators, including California, Texas, and New York. These expected times to commercial operations 
within different grids rival construction times of NPPs, but without the net-zero carbon emissions guarantee. 
 

5. Discussion and Conclusion 
Powering data centers with clean, reliable energy is essential for the net-zero future of the United States 

and the world. Assuming data centers use a power supply that is disconnected from the grid, comparison 
studies of different nuclear-VRE configurations used for power generation have shown that nuclear-only 
options are the least costly designs. The large, constant electricity loads of data centers are better served by 
firm, non-varying power supply from nuclear, especially when they take 100% of the demand in the power 
system. Low- and high-cost estimates for individual power generation and storage technologies resulted in 
ranges of total cost for the nuclear-only options between $1B and $10B USD. Low-cost estimates take into 
consideration some tax credits for clean energy production while high-cost estimates do not. Configurations 
that incorporate VRE into the energy supply mix increase total cost due to the need for excess capacity of 
VRE; outlier scenarios of simultaneous low-solar and low-wind availability require more capability than 
the required demand, including large amounts of battery capacity. VRE-only configurations are likely 
prohibitively costly for this reason when serving a single, localized data center with no grid connections. 
Timelines for grid connection request studies, subsequent approvals, and the start of commercial operations 
have trended upwards in the last few years, rivaling construction times of proposed NPPs with existing 
designs or advanced modular designs (e.g., the SMRs and microreactors studied here).  

Some aspects of the presented case study could be improved in follow-up studies through the 
application of improved optimization strategies. The gradient descent optimization algorithm can 
sometimes encounter local minima of the objective function, which is at an increased risk considering the 
stochastic nature of the proposed problem. Multiple trajectories with different initial conditions can be 
computed to help mitigate this problem and attempt more exploration of the solution space, but with 
increased computational resources. An alternate optimization strategy, recently introduced to HERON 
simulations, is Bayesian optimization, which can more efficiently handle the trade-off between exploration 
of the solution space and finding the global optimum of the problem. With respect to the inner dispatch 
optimizations, the initial levels of storage in the battery were assumed to be 100%. In combination with the 
periodic boundary constraints, this may lead to an over-constrained problem, which would explain some 
difficulties in finding converging solutions without the need for importing excess electricity from external 
sources. Future simulations could either relax this constraint or, with a new feature of HERON dispatch 
optimization, allow the initial battery levels to be a variable within the problem. Alternatively, an expansive 
Monte Carlo outer level sampling of the domain of component capacities may be used to create a more 
visual representation of the solution space, including failure regions where the combination of technologies 
does not meet the required demand of the data center. 

Other improvements to the case study rely on more accurate data center cost numbers, including 
potential estimates of revenue streams to ascertain economic performance in different regions. Expansion 
of this study to geographical regions other than the Texas market, with more localized historical datasets of 
wind and solar availability, would lead to more comprehensive analysis of the expected performance of 
these configurations across the United States. Another new feature in HERON that would improve these 
case studies is the ability to quantify other sources of uncertainty aside from the market time series scenarios 
from synthetic history ROMs: uncertainty in cost or cash flows. This uncertainty is represented as user-
defined distributions and is simultaneously sampled with the ROM synthetic history generation in each 
inner realization. Quantification of economic uncertainty can be expanded to component cost numbers for 
nuclear, solar, wind, and battery. In the future, this can avoid the need to estimate upper and lower bound 
costs, instead sampling the full probability space of the problem such that the expected value of NPV 
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considers both market and economic uncertainty. Future studies could also provide a finer resolution 
reliability study for application of multi-unit nuclear technologies when considering outages due to 
refueling and how that would affect the data center uptime requirements of 99.999%.  
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A. Appendix 

Regional Dataset Selection and Synthetic History Training 
A.1 ERCOT Training Data 

ERCOT has made publicly available datasets on solar and wind utilization dating to 2020 for hourly 
wind output and starting from 2021 for both solar and wind output. The datasets are for hourly aggregated 
wind and solar output for the entire ERCOT or Texas grid. Additionally, the datasets provide the total 
capacity installed for each renewable resource. We define an hourly utilization factor for wind and solar, 
respectively, as the hourly aggregated output normalized by the total capacity installed: 

ft
𝑅 =

𝑥𝑡
𝑅

𝐶𝑡
𝑅   

where 𝑥𝑡
𝑅 is the aggregated output of a resource 𝑅 (either wind or solar) for time step 𝑡, 𝐶𝑡

𝑅 is the installed 
capacity for the resource at the given time step (this may change throughout the year), and ft

𝑅 is the hourly 
utilization factor for the resource. The utilization factor here is used as an analog for the availability of wind 
and solar resources in the region. 

 

A.2 Training Methodology 
The FORCE toolset uses the Risk Analysis Virtual Environment software (RAVEN, recipient of the 

2023 R&D 100 award) as the core engine for optimization, uncertainty quantification, and ROM training 
[36]. RAVEN has a dedicated time series analysis (TSA) module which hosts a variety of algorithms for 
characterization, transformation, and generation of time series [11,37]. These algorithms are used to 
sequentially preprocess and learn characteristics of the time series which are then used to generate unique 
synthetic time series with the same learned characteristics of the training dataset.  

 

A.2.1 Time Series Analysis Algorithms 
The main algorithm used for synthesis of time series is the auto regressive moving average (ARMA) 

algorithm [38]. The ARMA algorithm models a time series 𝑌𝑡  as a linear combination of 𝑝 auto regressive 
terms and 𝑞 moving average terms as shown below 

𝑌𝑡 = μ + ∑ 𝜙𝑖𝑌𝑡−𝑖 +  ∑ 𝜃𝑗𝜖𝑡−𝑗 + 𝜖𝑡

𝑞

𝑗=1

𝑝

𝑖=1

 

where μ is the expected value of 𝑌𝑡, 𝜖𝑡 is a random variable representing white noise, and 𝜙𝑖 and 𝜃𝑗 are 
coefficients used to fit the signal to the above model, depending on the set of (𝑝, 𝑞) selected. The ARMA 
model captures an autocorrelation of a time series—its relationship with previous steps of the same time 
series—as well as previous error terms. ARMA models are commonly used in literature for time series 
prediction [39], but in previous studies at INL they have been used for generating synthetic time series 
based on the trained coefficients 𝜙𝑖 and 𝜃𝑗 [40]. The set (𝑝, 𝑞) is typically user-defined, but recent 
developments in RAVEN have added an auto ARMA algorithm for optimally determining this set of 
hyperparameters [37].  

 The ARMA model assumes a stationary signal used for the time series 𝑌𝑡; some preprocessing 
algorithms are therefore typically performed before application of the ARMA algorithm on the time series 
signals. Detrending of the signal is performed via first fitting a Fourier series (major frequencies of which 
are determined from a fast Fourier transform) and then subtracting the fitted series from the signal. To 
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ensure stationarity, a “gaussianizing” step is further applied where the detrended signal is transformed into 
a stationary signal via its cumulative distribution function (CDF) and the inverse standard normal 
distribution CDF [40]. An additional preprocessing step is required for solar availability data due to its 
sharp cutoff during nighttime hours. A zero-filter algorithm is used to mask values of zeros so that 
subsequent algorithms (e.g., Fourier detrending) only act on the non-zero values. An “out-truncation” 
filtering algorithm is also used to limit the domain of values to positive numbers.  

 

A.2.2 Segments and Clustering 
Time series data from ERCOT is organized by yearly data files with hourly time resolutions specifically 

for the wind and solar availability (which we convert to utilization factors). In FORCE, the dispatch 
optimization is currently dictated by the time indexing of the trained synthetic history ROMs. Nominally, 
ROM training and subsequent dispatch optimizations would be conducted for all data points in the year; 
computational constraints, however, would render these types of simulations infeasible, particularly when 
expanding the number of realizations to the hundreds or thousands. One method for easing computation is 
to divide the yearly data into segments. Here, we implement 365 segments each 24 hours long to isolate 
and capture daily trends [15]. TSA algorithms can be applied on what is referred to as the “global” yearly 
signal (pre-division) or on a per segment basis. Fourier detrending is often applied on the global signal for 
frequencies longer than the segment length, the rest on the segments. The ARMA algorithm, however, is 
applied for each segment to determine the coefficients 𝜙𝑖 and 𝜃𝑗 based on the selected (𝑝, 𝑞) 
hyperparameter set.  

An additional method for reducing computation time is to cluster the time series segments into groups 
of similar characteristics per year. Often, trends and dynamics are repeated throughout the year such that 
the optimal dispatch of some days would be very similar. To exploit this, dispatch optimization can be 
conducted on a single representative segment of each cluster rather than on all segments. Training of the 
synthetic history ROM would still be conducted for all segments. After application of all TSA algorithms, 
a clustering algorithm—here, we use a Knowledge Discovery in Databases (KDD) classification process 
with k-means clustering algorithm from scikit-learn [41]—is used to group segments based on similar 
cluster-able features of each TSA algorithm capable of characterization. An example of a cluster-able 
feature would be the coefficients 𝜙𝑖 and 𝜃𝑗 from the ARMA algorithm. In this report, the number of dispatch 
optimizations required for a year of each realization is reduced from 365 (per segment) to 20 (per cluster). 
A multiplicity factor is tallied per cluster to track the number of segments represented by each cluster; this 
multiplicity is also used to ensure the correct amount of cash flows are represented in the final calculated 
economic metrics.  

 

A.2.3 Generation of Synthetic Histories 
The trained synthetic history ROM can be used for generating unique synthetic time series with the 

learned characteristics of the historical dataset. If any transformational algorithms are applied in the training 
process, their inverses are applied in the generation step in reverse order. That is, if in the training step the 
algorithm order was 𝐴1 → 𝐴2 → 𝐴3, then in the generating steps the algorithms would be applied as 𝐴3 

−1 →
𝐴2

−1 → 𝐴1
−1. Only generating and transforming algorithms are used in the generation step. 

 

A.3 ERCOT Synthetic History Results 
The final trained synthetic history ROM was trained on the available ERCOT data from 2021 through 

2023. A project life of 20 years is desired for the TEA simulations, so learned characteristics from 2023 
were used for the missing years up to and including the year 2040. A generated synthetic history and the 
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distribution of values is shown in Figure 12. The synthetic history shown in the figure spans 20 years. Time 
steps up to a year are shown in the figure; for each hourly time step, minimum and maximum bounds are 
shown to represent the range of values throughout the 20 years. Mean values are also noted in the legend 
of each plot. On average, the wind utilization factor ranges from 0.13 to 0.57 with a mean of 0.35 of its 
installed capacity. The absolute maximum utilization or capacity factor is somewhere in the range between 
0.6 and 0.8. Solar values are shown after removing zero values using the zero-filter algorithm (here, strictly 
positive non-zero values are plotted). These utilization factors range, on average, between 0.05 and 0.66 
and the mean is 0.37. The solar capacity factors have a lower floor and higher ceiling than the wind 
availability, although it is worth noting that these values are only available during daylight hours.  

 
Figure 12. Generated synthetic time series or history for wind and solar utilization factors, respectively, as 
a function of time.  

The synthetic history results from the trained ROM are displayed in a different form in Figure 13. 
Here, values are arranged as a function of cluster per year, with the cluster index on the abscissa. For each 
cluster, the values for all years are collected and depicted as individual distributions through violin plots. 
As an example, cluster #0 of the wind utilization has a higher distribution of values, peaking around 0.65 
with two horizontal lines bounding the absolute maximum and minimum values of the distribution 
through the 20-year span. A middle line also marks the expected value of the distribution per cluster.  



 

23 

 
Figure 13. Distributions of generated synthetic history for wind and solar utilization factors, respectively, 
as a function of cluster.  

Each cluster in Figure 13 illustrates similar characteristics of the segments determined by the clustering 
algorithm. For the wind utilization synthetic history, there are some clusters (namely 2, 18, and 19) where 
the distribution of values characterizes particularly windy days with high wind utilization. There are some 
clusters, however, with distributions peaking at low utilization factors—e.g., 10, 16, and 17 for wind and 
6, 12, 18, and 19 for solar—which respectively represent low-wind and perhaps cloudy days in the historic 
data, characteristics of which have been learned and are now evident in the trained ROM. These scenarios, 
especially when the low-wind and low-solar availability events coincide, present a challenge for a fully 
renewable energy solution to reliable data center power supply.  
 

A.4 Bi-Level Optimization 
The bi-level optimization within the FORCE toolset is conducted using the HERON plugin of RAVEN. 

HERON handles the creation of RAVEN workflows for the two levels of optimization, which includes 
sampling of the synthetic history ROM and conducting dispatch optimization to determine optimal, time-
dependent resource utilization to improve economic performance subject to technical constraints.  

 

A.4.1 Methodology 
Optimization conducted by HERON uses a leader-follower bi-level strategy where the outer level 

(leader) makes decisions that the inner level (follower) receives and uses to optimize its own decision-
making; inner decisions are subsequently communicated to the outer level for further iterations. The outer 
level in HERON optimizes the sizes or capacities of the components in the modeled system; the inner level 
simulates N scenarios or realizations of the market or region and conducts dispatch optimization—subject 
to the capacities determined in the outer level—to determine optimal resource utilization per time step. A 
more detailed diagram of the optimization strategy is shown in Figure 14. The diagram shows a nested 
optimization problem where the inner optimization seeks to find the dispatch decisions which maximize 
the net present value (NPV), the selected economic metric in this case study. The inner level is repeated for 
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N realizations, each with a different Monte Carlo-sampled synthetic history scenario from the trained ROM. 
The NPV results from each inner run are collected to create a distribution of economic performance. The 
outer level then uses the expected value—the selected statistical operator for this case study—of the 
distribution as the objective metric to maximize with optimal values of component capacities. A gradient 
descent algorithm in RAVEN is used in the outer level which can handle stochasticity from the inner levels.  

 

 
Figure 14. Bi-level optimization scheme used in HERON with multiple realizations in the inner levels 
[diagram originally from Ref. 17]. 

Time indexing for the dispatch optimization in the inner levels is determined by the trained synthetic 
history ROM. For this case study, as described in Section A.2.2, a full year is divided into 24-hour 
segments; these segments are further grouped into 20 clusters for each year. Dispatch optimization is 
therefore conducted on a representative segment randomly selected from each cluster: 20 dispatch 
optimizations per year per realization. These selected parameters are summarized in Table 5. 

Table 5. Parameters of TEA simulations used in HERON for time indexing and dispatch optimization. 

Number of Inner Realizations 50 

Project Lifetime 20 yrs. 

Segments per Year 365 

Segment Length 24 hrs. 

Segment Clusters per Year 20 

 

An additional operational mode for the HERON TEA simulations, not shown in Figure 14, is referred 
to as a “sweep” mode. This enables a parametric sweep over variables in the outer optimization level (i.e., 
component capacities). The optimizer algorithm in this case is replaced with a grid sampler that iterates 
over a list of user-provided capacity values for components.  

 

A.4.2 Component and Cashflow Definitions 
Components in HERON are used to help the user represent a physical plant such as a nuclear power 

plant, wind turbine, electrolyzer, or even subsystems of these. Components are categorized based on how 
they interact with a set of user-defined resources: they are either a producer, storage, or demand component. 
Resources are tracked via resource pools in which components can either draw from or add to their supply. 
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Producer components produce a subset of resources; producer components can also consume a subset of 
resources to produce another subset subject to a user-defined linear or polynomial transfer function. Storage 
components can store a resource up to its capacity and then charge or discharge portions of the resource 
based on optimal decision-making. Demand components only consume resources and are used to model 
markets or other entities that demand a resource (e.g., electricity, thermal energy, hydrogen).  

Cashflows are used to map resource-dependent component activities or capacities to economic values. 
A universal formula is used to define all cashflows: 

�̂� = 𝛼 (
𝑑

𝑑′
)

𝜒

 

where 𝛼 is the representative price or cost, 𝑑 is the driver of the cash flow, 𝑑′ is the reference driver 
associated with the cost, and 𝜒 is a scaling factor representing economies or diseconomies of scale for 0 ≤
𝜒 ≤ 1 and 𝜒 > 1 respectively [17]. Three types of cashflows are used in the TEA simulations as well as 
this case study: one-time, recurring yearly, and recurring hourly. One-time cashflows are applied once per 
lifetime of the component and represent things like CAPEX. Drivers of CAPEX cashflows are typically the 
component capacity with some set cost value per unit of capacity. Recurring yearly and hourly cashflows 
repeat according to their specified timeframes, respectively. Drivers for each are often the component 
capacity and some determined resource dispatch activity, respectively. Taxes and inflation are optionally 
applied to the cashflows. A discount rate can also be introduced to determine the present value of future 
cashflows and is used to determine the final NPV for each inner TEA simulation.  

 

A.4.3 Dispatch Optimization Assumptions 
The inner dispatch optimization is defined using Pyomo expressions written in Python with additional 

technical constraints such as, but not limited to, conservation of all resources, transfer functions for 
producer components, ramp rates, and maximum and minimum operational bounds [42,43]. A cbc solver 
was used for the linear programming problem [44]. The objective function within each dispatch 
optimization (solved for each 24-hr cluster segment) was earlier described as being able to maximize the 
total NPV of the system: the objective function sums all hourly cashflows since any one-time or yearly 
cashflows will be constant in the problem. In this way, the inner optimization objective is a subset of the 
outer objective—the expected value of NPV over all realizations—and therefore more likely represents an 
optimistic leader-follower relationship where the goals of both levels are synergistic rather than 
antagonistic. One additional constraint recently added to the HERON Pyomo dispatch formulation is 
periodic boundary conditions. These specifically enforce constraints on storage levels for storage 
components. Initial levels of storage are a user input; with the periodic boundary constraints, the final 
storage levels must be equal to the initial levels to ensure continuity and resource conservation.  
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