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Abstract  Demand for clean and resilient energy has led to new and advancing 
frontiers of energy development in nuclear technology, specifically in the development of 
microreactors. These miniaturised modular reactors are generally <20 megawatts thermal 
(MWt) or 10 megawatts electric (MWe) and offer new opportunities to meet energy needs in 
remote locations and mobile operations. As with the slightly larger small modular reactors 
(<300 MWe), microreactor development must demonstrate security and safety, as well as 
economic competitiveness, to be seen as potential opportunities for new applications. Current 
research focuses on passive safety features, capital costs, reliability, semi-autonomous or 
autonomous control, cyber informed design, digital twins and non-proliferation. This paper 
focuses specifically on microreactor cyber informed design and cyber risk. An overview of 
microreactor technology provides a basis for examining the cyber nuclear playing field, with 
an emphasis on the USA. Frameworks for evaluating cyber security threats, and thereby 
designing for them, are reviewed. Recommendations follow with ideas for future research.

KEYWORDS:  microreactors, cyber digital twins, cyber informed design, cyber risk, 
nuclear power

INTRODUCTION
For more than half a century, nuclear energy 
has been a source of low carbon electricity 
in the global supply. Along with renewables, 
energy efficiency and other innovative 
technologies, nuclear technology can make 
a significant contribution to achieving 
sustainable, low carbon development. An 
emergent area of nuclear energy with 
disruptive potential is the microreactor. Such 
miniaturised modular reactors are generally 
<20 MWt or 10 MWe, offering new 
opportunities to meet energy needs in remote 
and mobile operations, as shown in Figure 1.

Microreactor technology is being 
developed so that the reactors can provide 
decentralised power and heat to remote 
communities, military bases, industrial 
users and mobile operators. Unlike diesel 
generation, which can involve expensive 
delivery of fuel, microreactors could address 
these needs with added benefits of low 
carbon fuel.

Technology designs for microreactors 
emphasise factory fabrication and transport 
of self-contained reactors1 via lorry, rail, 
water or aircraft for a ‘plug-and-play’ 
approach. Lower upfront capital costs, 
compactness, semi-autonomous control and 
use of low enriched uranium fuel up to 20 

per cent enrichment are other features that 
are expected to distinguish the miniaturised 
reactors from the larger counterparts.

As research and development continues 
on microreactor technology, new regulatory 
approaches will be needed to account for 
the distinct technological attributes and 
potential uses for the reactors. The remote 
siting of microreactors, their smaller size, 
fully assembled condition at transport and 
fuel enrichment levels translate to different 
oversight needs compared to larger plants. 
Microreactor designs are also expected 
to use fewer components and may rely 
more fully on self-contained systems. Such 
systems could include automated controls 
to perform certain tasks, with the end result 
being maintenance and stability of the 
reactor system based on pre-programmed 
algorithms and logic responses. Designs are 
also factoring for diagnostic capabilities to 
identify aging instrumentation and properly 
compensate over time.

Microreactor technology designs 
anticipate the use of semi-autonomous or 
highly automated control systems composed 
of digital components such as wireless 
monitoring, digital communications, 
remote or shared data processing and 
modern control-system components.2 These 
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technologies have been well-integrated into 
industries such as aerospace, yet are relatively 
new to the nuclear industry, so design-based 
system hardening and risk management have 
added significance for emerging nuclear 
reactors.

This paper focuses specifically on design 
aspects for cyber nuclear risks. Public safety, 
socio-economic and related security trade-
offs of semi-autonomous or automated use 
of microreactors are an important subject for 
fuller additional inquiries. The remainder 
of the paper examines cyber informed 
design and cyber risks for microreactors, 

beginning with an overview of microreactor 
technology. The paper then discusses the 
cyber nuclear field, with a focus on the USA. 
General frameworks for evaluating cyber 
security threats and designing against them 
are then reviewed and recommendations 
follow.

This paper concludes with ideas for future 
research.

CYBER NUCLEAR BASIS IN THE USA
The US nuclear fleet of commercial power 
plants has historically relied on analogue 

Figure 1:  Electric power production of microreactors and other reactor types
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systems and simple programmable logic 
controllers. Today, nuclear plants in the 
USA use digital and analogue systems to 
monitor, operate, control and protect plants.3 
Digital assets that are deemed critical for 
the safety and security of plant operations, 
however, are air-gapped or isolated from 
external networks, including the Internet. 
Even though these systems are air-gapped, 
it is important to recognise that an air gap 
will not stop all malicious attacks, but they 
do introduce additional complexity into the 
attack path planning process.

Currently, cyber security rules for 
commercial nuclear plants are based on 
Regulatory Guide (RG) 5.71,4 Title 10 of 
the Code of Federal Regulations (CFR), 
Section 10 CFR 73.54, and Nuclear Energy 
Institute guidance NEI 08/09.5,6 In line with 
these rules and guidance, all nuclear power 
reactor licensees in the USA must submit a 
cyber security plan for approval by the U.S. 
Nuclear Regulatory Commission (NRC), 
and adhere to NRC regulation which 
includes inspections. Additional standard 
requirements pertaining to supply chain risk 
mitigation were approved through Order 
No. 850 by the NRC, effective 1st July, 
2020.7 These mitigations require operators to 
develop, implement and review supply chain 
plans that account for vendors’ remote access, 
verify software integrity and authenticate 
code to ensure the code is not counterfeit or 
modified without knowledge of the software 
supplier.8

With new microreactor designs 
anticipating a potential for remote use, 
portability of the systems, and critical 
digital process control of microreactors, 
the existing design-basis threat analysis for 
nuclear plants must be adapted to account for 
disruptive failures of automated technology 
and malicious threats, such as targeted 
cyberattack. A brief review of planned 
microreactor features will highlight this 
point.

Digital control is expected to be essential 
for a significant number of devices in a 

microreactor. Wireless instrumentation (if 
used in microreactors) transmits data input to 
the control system from a variety of sources, 
including flow meters, pressure and strain 
gauges, filtration systems, thermocouples, 
resistance temperature detectors (RTDs) 
and turbine-speed monitors. Even the 
control system, whether it is semi or fully 
autonomous, is a digital system. Digital 
systems and wireless devices, including the 
remote systems for autonomous control and 
monitoring, will be vulnerable to cyber 
exploitation in ways that their analogue 
counterparts are not. Because they are highly 
interconnected systems, there exists the 
potential for malware or malicious activity to 
move laterally through the network from one 
component to the next.

THE CYBER PLAYING FIELD AND 
FRAMEWORKS FOR ANALYSIS
Cyberattacks are not a new threat for many 
industries. As early as 2003, companies began 
to report cyberattacks and events as a risk in 
their Securities and Exchange Commission 
(SEC) 10-K filings.9 In 2009, 33 per cent 
of all reported cyberattacks or intrusions of 
industrial control systems (ICSs) occurred 
within the energy industry. By 2011, these 
cyber events grew to 44 per cent and by 
2013, to 59 per cent.10,11 Even though these 
types of threat are not new, all industries are 
still struggling to adapt to cyber threats.12 
Each year the attack sophistication increases 
while knowledge of what the malicious 
threat actor needs in order to initiate an 
attack decreases dramatically, as shown in 
Figure 2.13

This phenomenon is directly related to the 
integration of uniform digital systems that 
operate on a software platform that will be 
used for reactor control systems. Previously, 
a cyber threat actor would need to spend 
an extensive period of time learning how 
the software environment they wished to 
infiltrate functions. These environments were 
largely proprietary and custom-configured 
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for a specific system’s operational 
environment. With uniform digital systems, 
the operating system is standardised, 
requiring less knowledge gathering for the 
adversary to effectively enter the system and 
access the areas and information needed to 
conduct an attack. The heavy use of digital 
networks and systems increases the need for 
a cyber security defensive architecture. The 
complexity of modern digital systems and 
their related operating system and software 
components entail unavoidable errors and 
programming flaws that can be discovered 
and exploited by an adversary across like 
brands of computers and systems. As a result, 

cybersecurity efforts among many industries 
have become largely reactive, requiring that 
defenders respond to attacks after they have 
already occurred because the attack vectors 
are unknown until the moment of attack, 
and attacks happen rapidly.

A framework for thinking about cyber 
security in microreactor plants must be 
factored for the technology to be robust, 
diverse and proactive, rather than reactive. 
A hierarchical approach to cyber security is 
an effective way to organise all the necessary 
instrumentation and control information 
required to create an effective security 
system. The National Institute of Standards 

Figure 2:  Progression of cyberattack sophistication in relation to the intruder knowledge required to execute the kind of attack14
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and Technology (NIST), widely considered 
one of the most authoritative sources for 
cyber security references and standards, 
published a systems security engineering 
reference on architecture in November 
2016. The Systems Security Engineering 
Framework15 (see Figure 3) contains a 
comprehensive and concise outline of how 
to incorporate cyber security into new 
or existing systems. Application of this 

framework is complex and less direct than 
the design workflow for either the industrial 
engineering or the process–control design 
example for microreactors. Integration of 
cyber security protection into the nuclear 
engineering design process, based on 
the NIST reference, requires a great deal 
of customisation and security expertise. 
Even then, implementation will also need 
to be highly customised in line with the 

Figure 3:  NIST 800-160 systems security engineering framework
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maturity of an organisation’s cyber security 
programme, resources and support, along 
with the availability of an ICS cyber security 
expert within the organisation, its ICS 
vendors or ICS service providers.

Figure 4 illustrates a microreactor’s 
general system categories, organised 
by sophistication, that are involved in 
controlling and operating the microreactor. 
At the highest level are the reactor–operator 
human–system interfaces and manual 
controls. Below that level is the autonomous 
or semi-autonomous control system. At the 
lowest level are sensors, actuators and data 
transmitters. Such a hierarchical architecture 
blends well with a multilayer segmentation of 
networks to enhance safety through defence-
in-depth. A segmented network can also 
allow implementation of single-directional 
communication between networks to isolate 
critical aspects of control and data acquisition 
systems from cyberattacks.

A functional view of a system can be 
assessed for vulnerability to cyberattack. 
Cyber threats originate from two general 

threat areas: external and internal 
environments. External threats emerge 
from a source outside of the physical area of 
the nuclear power plant, usually involving 
a remote attack from an online source to 
an online component of the plant. These 
include embedded malware in a supply chain 
component or may be introduced into a 
plant system on-site by an external service 
provider.

Internal threats emerge from inside the 
nuclear power plant and can be accidental 
or intentional. Accidental internal attacks 
are often caused by a piece of malware 
inadvertently being introduced from a 
device (eg a thumb drive) by an employee, 
as files on the device contain hidden 
malware. Intentional internal attacks 
originate from an employee choosing to 
introduce malicious code into the nuclear 
power plant. When examining a functional 
view of the reactor system’s cyber security 
relevant components, each component 
should be evaluated for the types of threat to 
which it is vulnerable.

Figure 4:  Hierarchical framework of the general system categories involved in controlling and operating a microreactor, 
organised by their sophistication into hierarchical levels
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The supply chain for system 
components, including computers and 
cyber physical systems, must also be 
examined. For example, the incorporation 
of a variable frequency drive pump in 
the design requires complex investigation 
and research. Components that should 
be evaluated range from the design 
schematics and circuitry to any built-in 
programming. Even the hardware 
components on any circuit board could 
have been manipulated during the 
manufacturing process to include additional 
unwanted communications paths or control 
instructions that could enable a cyberattack 
at a future date. Software must also be 
developed in a secure fashion to protect 
from external manipulation.

After identifying threat types for 
each component in the reactor control 
environment, the means and exploitation 
path of cyber vulnerabilities of each 
component must be determined. To 
ascertain this, the communication and 
connection pathways outlined in the 
hierarchical framework can be examined. 
This map of devices and software assists 
in determining how an attack could 
propagate, based on whether and how 
the compromised device or software 
communicates with other components. 
This analytic approach, termed ‘attack 
path analysis’, will enable cyber security 
experts to examine the eventualities of a 
compromise at the top of the hierarchy 
that attempts to spread downward or, if the 
compromise occurred at another location, 
how it might propagate throughout the 
system. Based on this analysis, cyber security 
experts may plan preliminary defences that 
can be integrated into both the reactor 
and system designs that will help mitigate 
damage from a cyberattack.

This hierarchical framework and 
assessment method should be part of 
microreactor design ab intitio to assist in 
identifying system vulnerabilities and 
potential vectors for cyberattack. These 

vulnerabilities and vectors can be further 
compared to the cyber defences of other 
industries that have similar vulnerabilities 
and vectors. These could potentially 
assist with mitigation strategies. System 
designers then may be able to integrate 
similar solutions into microreactor design. 
Because microreactor designs are still 
evolving, incorporating a cyber informed 
approach at the design stage would add 
robustness and help prevent major changes 
at a later stage that could lead to more 
capital expenditure in order to address 
a vulnerability concern or challenge. 
Thus, consideration of cyber threats and 
cyber informed engineering and design 
approaches are of utmost importance as is 
the involvement of cyber security experts 
at the initial design stage and throughout 
the entire microreactor lifecycle. Future 
challenges and potential threats are 
discussed in the following sections, 
together with lessons learned from other 
industries.

IDENTIFYING THE THREATS
To properly assess which existing 
cyber threats could have an impact on 
microreactor design, examples from related 
industries were examined. Two primary 
industries were used for comparison: the 
chemical and aerospace industries. Both have 
heavy regulation and low general tolerance 
for security breaches, like the nuclear energy 
sector.

The most well-known cyber threats come 
in the form of malware. Relevant types of 
malware include viruses, worms, trojans 
and rootkits.16,17 These are invasive files or 
code that can infiltrate a digital system and 
perform a variety of malicious functions. 
Viruses commonly enter a digital system 
through a file or piece of software to which 
the virus is attached. When the infected 
software or file is shared to another location, 
the virus copies itself into that location and 
attempts to attach itself to other files or 
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pieces of software. Worms infiltrate a drive, 
replicate themselves and destroy data and files 
until there is nothing left to destroy on the 
drive.

The most dangerous and malicious kind 
of malware is a trojan. Trojans pose as files 
or software that seem to be legitimate (and 
are often distributed in the form of a spear 
phishing e-mail, which is an e-mail sent from 
a fake address that seems to originate from 
an authentic authority, such as a government 
agency or trusted commercial entity). Trojan 
malware then makes changes to the system’s 
files and operating system, to facilitate 
infection by additional malware components 
(multi-stage or modular malware 
frameworks), or conducts destructive or 
disruptive actions, such as deletion or 
ransomware encryption.

The last category of malware considered 
is a rootkit, which is a type of system attack 
that leverages a vulnerability in the firmware 
(the basic input output system or BIOS 
programming that allows an operating 
system to function) of a system component. 
The rootkit establishes a foothold at the 
very centre of a system or device and can 
then push changes or modular malware 
components into the operating system. When 
a system administrator eradicates malware 
such as a virus, worm or trojan from the 
operating system, the rootkit would be able to 
reinfect the system and maintain the desired 
presence in a network, which is discussed 
next.

A common goal of malware is to 
facilitate interaction by the threat actor of 
the targeted system. While the initial attack 
sequence may be automated via a spear 
phishing e-mail with an attached trojan (for 
example), advanced cyberattacks targeting 
critical infrastructure such as the electric 
grid or nuclear reactors generally have a 
more established sequence, as shown in 
Figure 5. The SANS18 ICS Kill Chain19 
describes the multi-step process advanced 
threat actors would typically follow in order 
to achieve their goals within the targeted 

system. One strategy that these threat actors 
establish beyond the automated malware 
infection point is to create an interactive 
control capability with the targeted system 
(in cyber security parlance, a remote 
shell). This remote shell might be created 
targeting a control station computer, known 
as a human–machine interface (HMI), or 
other plant systems. The HMI enables a 
control room operator to interact with the 
controlled equipment in a structured manner 
(whether that be a chemical, electrical or 
nuclear process). You can imagine what 
effects an advanced adversary might be 
able to enact if they were to establish a 
remote shell to the HMI for a SMR or 
micro-reactor.

All types of malware present real threats to 
microreactors, so determining the malware’s 
vector, severity and extent will be essential 
to constructing a cyber security system that 
can respond properly to them. Additional 
social/ethical/economic considerations of 
ransomware raise important questions for 
additional study.

Perhaps less obvious than malware or 
remote access cyber threats is the threat 
that originates from people who interact 
with any software, instrumentation 
or hardware connected to the reactor 
system. This is why robust address by 
policy or programming is needed that 
addresses cyber security aspects, including 
threat analysis, asset inventory, risk 
management, vulnerability assessments, 
patch management, incident response, 
cyber hygiene, network monitoring, access 
control, training, etc. An uninformed user 
may make a system that is theoretically 
well defended vulnerable to attack. Threats 
from an uninformed user include failure 
to ensure network segmentation, failure 
to patch any or all software with the latest 
anti-malware protections, inability to 
recognise phishing attempts and failure to 
properly install new systems in a way that 
ensures the best possible security of the 
whole system.
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An example of this kind of vector for 
cyberattack occurred in the chemical 
industry in 2011. A chemical production 
company was given a request to produce 
a chemical batch. The batch turned 
out poorly, losing the company both its 
customer and its good reputation. Upon 
investigation of the equipment used, 
malware was discovered on one of the 
actuators controlling the temperature of 
the batch. This malware interacted with 
the equipment, causing the system to fail 
to raise the process temperature to the 
level required and then failing to alert 
operators that this was occurring within 
the control system. The malware infiltrated 
the system through a cyber security 
expert who patched the antivirus software 
for the ICS because the expert’s laptop 
was itself infected with the malware.20 

This is a human originating failure to 
maintain cyber security, because ensuring 
any outside systems were not infected 
with malware prior to allowing those 
systems to connect to the ICS is a human 
responsibility.

The above threat is applicable to a 
microreactor system. A microreactor’s 
primary output (thermal energy) is essential 
and must meet certain requirements 
as imposed by the system (the turbine 
for power production or the needs of 
an industrial user) in terms of flow 
rate, temperature and pressure. In some 
cogeneration cases, the distribution of 
thermal energy is managed and controlled 
with distributed self-actuated valves. These 
controls would typically be autonomous 
in nature and dependent upon the load. 
Such systems, remotely operated, present a 

Figure 5:  SANS ICS Kill Chain. The stage 1 intrusion phase establishes a foothold in the targeted network, and 
then, over an extensive period of time, the adversary is able to discover the necessary information to develop 
and deliver the stage 2 attack
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vulnerability challenge. The valve controls 
could be compromised in a manner similar 
to the previously cited example.

THREAT CLASSIFICATION AND TYPES 
OF THREAT
Cyber threats will be classified as external or 
internal — or both. Such categories assist in 
creating the functional framework for cyber 
security, as discussed in the previous section. 
Understanding the origination points for 
threats is essential to maintaining effective 
cyber security. Organising the threats 
by vector and then addressing them will 
allow cyber security experts to determine 
the necessary protections that should 
inoculate the nuclear power plant system 
and anticipate any challenges that may be 
presented by threats that have multiple 
vectors of attack.

It is important to note that these threats 
often work in tandem with another, 
particularly malware and remote access 
threats. After 2015, the threat landscape for 
ICS moved away from the exclusive use 
of novel hacking tools and codes, such as 
malware. Instead, cyber threat actors utilise a 
technique called ‘living off the land’. Initially, 
the attacker enters the system by fraudulent 
means that seem legitimate to the system, 
much like a remote access threat. Then, 
the attacker spends an extended period 
(sometimes months or years) gathering 
information and the required credentials 
to gain access to the areas of the ICS that 
are critical to their attack plan. Finally, 
when the attacker is ready, they would 
insert the custom-designed malware that 
is equipped with tools to execute a very 
fast set of commands to disrupt, destroy 
or harm the ICS. This attack technique is 
very hard to detect initially, and the attack 
itself is nearly impossible to stop once it is 
executed. An example of this attack is the 
CRASHOVERRIDE attack.21

CRASHOVERRIDE (also known 
as Industroyer) is particularly relevant 

as it was a cyberattack on a regional 
electric power transmission substation in 
December 2016. The attack infiltrated 
the network of the substation and 
caused the grid to crash and remain 
down for several minutes. The potential 
consequences of this kind of attack for 
the nuclear industry have already been 
observed. On 14th August, 2003, a 
software bug in conjunction with power 
lines touching tree branches caused 
a regional blackout resulting in 55m 
customers losing power and seven nuclear 
reactors tripping because of the power 
transient.22

ASSESSING VULNERABILITIES: 
DEFINING THE SYSTEM, 
ASSUMPTIONS AND METHODOLOGY
Microreactor designs include a variety 
of different reactor types, with similar 
desired electrical power and thermal 
outputs. Design types include heat-pipe, 
gas-cooled, pressurised water, molten salt 
and liquid metal-cooled reactors. With 
this variety comes a diverse set of required 
instrumentation and control systems that 
must be compatible with each system but 
will likely not be universal to every design. 
A simplified diagram of this is shown in 
Figure 6.

The framework established in the diagram 
will be the basis for the vulnerability 
assessment.

Assumptions about the system are:

•	 The control system is autonomous or 
semi-autonomous;

•	 All wireless connections use Wi-Fi and are 
connected to the Internet;

•	 The reactor has some human–system 
interface (HSI) through which the reactor 
operator may patch the system, manually 
control the reactor and view reactor 
performance data;

•	 The use of data transmitters is implied to 
send information between connections.
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The methodology to be applied is a static 
one. Static methodologies identify individual 
components of the system, detail the vectors 
through which a cyberattack may invade that 
component, and design protections based 
on that analysis. The HSI, for example, 
is vulnerable to all five vectors of attack, 
namely wired, wireless, removable media, 
physical and supply chain. The interface 
is designed specifically to allow humans to 
interact directly with the system through this 
component and includes patching. Any sort 
of error characterised as a human error threat 
is possible, leaving the interface vulnerable 
to the other two vectors of attack. Beyond 
this, the system may suffer an internal attack 
should a device with malware be connected 
to it.

Semi- and autonomous control systems 
(ACSs) are vulnerable to human error, 
malware infiltration and remote access. Any 
failure of the human support to adhere 

to proper cyber security hygiene (ie best 
practices to improve cyber security) may 
result in some flaw that malware can exploit. 
Even without human error, an ACS that is 
wirelessly connected to most components 
in the system will be vulnerable to remote 
access or backdoor threats. Malware 
infection in a component either above or 
below the ACS may result in the infection 
spreading to the ACS due to its high level of 
interconnectivity.

Another consideration includes the 
actuator elements that would be most 
vulnerable to malware infections. Because 
the sole function of these components is 
to receive commands from the control 
system and make appropriate changes to 
components in the reactor system, they 
represent a single avenue to propagate 
a downward-moving connection. An 
actuator would suffer significantly from 
malware interference with its ability to 

Figure 6:  Schematic visualising the instrumentation and control system. The dotted lines represent wireless 
connections between the components. The arrows denote communication pathways
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properly receive and issue commands. 
In addition, sensors may be vulnerable 
to remote access and malware attacks. 
These components are well connected, 
and the information that they provide 
to the control system is essential to safe 
operations. Remotely accessing and 
monitoring that information would be of 
critical interest to a threat actor. Actuator 
motors are simple machines that receive 
a given command input and execute it. 
The primary threat to this component is 
malware infecting software in the machine 
and causing it to behave improperly — for 
example, the temperature control actuators 
in the chemical industry case study 
prevented proper heating of a chemical 
batch.23

Once the microreactor’s instrumentation 
and control system cyber vulnerabilities 
have been assessed, it is also important 
to analyse the defence by which similar 
industries prevent cyber security problems 
within their ICS to further add defence-
in-depth mitigation strategies, resilience 
and robustness for microreactor control 
infrastructure.

POTENTIAL CYBER SECURITY 
SOLUTIONS
Wireless connections that use the Internet 
and digital systems to communicate are the 
primary means by which a cyber oriented 
adversary would move through a system. 
The nuclear industry already has made 
provisions for this vulnerability and provided 
some solutions for it.24 To secure wireless 
connections and prevent remote access and 
backdoor threats, a commercial grade or 
stronger encryption scheme can be placed 
on the wireless network. The use of wireless 
signal shielding and highly directional signals 
are also proposed. These protective methods 
control the spread of the wireless signal, 
preventing or mitigating how much attack 
surface is exposed for exploitation beyond 
physical boundaries.

Another method suggested by the 
International Atomic Energy Agency 
(IAEA) is segmenting these connections.25 
Segmented wireless connections between 
two components allow communication only 
between those two components. Should a 
cyber threat enter the system in any location, 
it can only spread to those unsegmented 
components, instead of having access to 
a variety of interconnected components. 
The National Aeronautics and Space 
Administration’s (NASA) inspector general 
recommended the use of this technique at 
the Jet Propulsion Laboratory to protect 
against future cyberattacks.26

Integrating one-way connections would 
ensure higher security for components that 
have control functions, such as the automated 
control system.27 If the system were only 
allowed to issue commands, but not receive 
signals, it would not be vulnerable to upward 
threat movement. It is likely, however, that 
for any control system, there will need to 
be exceptions to one-way connections. For 
example, the system relies on readings from 
instruments in the reactor to make informed 
decisions that allow the control system to 
maintain reactor health and safety and enable 
online monitoring of the reactor. Thus, it 
needs some way to receive information from 
those instruments. In these situations, IAEA 
proposes to use controlled signal messages 
that are highly encrypted and only meant to 
communicate between the two devices of 
interest.

Automated intrusion-detection systems 
generally require manual human monitoring 
to ensure against exploitation. Advanced 
malware is equipped with tools to hide 
from automated intrusion-detection systems 
more effectively, but the presence of that 
malware or unauthorised external access may 
still be detectible by human observation. 
This also applies to checking system logs 
for unusual behaviours, particularly ICS 
commands issued that are not part of 
standard operating procedures.28 Establishing 
a formal, documented threat-hunting process 
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is an effective way to integrate human 
involvement in detecting malware and other 
intrusions in the system.29

Anti-malware software must be updated 
regularly, and software patches must be 
investigated after installation to make sure 
that they were installed properly. This cyber 
security measure is good for protecting 
against general threats, but additional 
measures are needed to engineer a system 
resilient to cyberattack. Running routine 
tests for updates and using a digital twin 
framework to perform these checks could 
further enhance system cyber-readiness 
before the updates are seen by the main 
control framework.

Establishing a robust and diverse network 
of security checks and gates that allow only 
authorised users to enter the system will 
assist in preventing malware intrusions and 
mitigating damage, should one occur, by 
containing it. This method is particularly 
applicable to securing any human control 
commands to the system. The operator 
can authorise commands using forms of 
multifactor authentication that make it 
more challenging for malware to issue 
fraudulent commands without the physical 
component required for authorisation.30 
While this method is generally effective, 
in the case of an advanced persistent 
threat attack, it is possible for the attacker 
to spend time obtaining the credentials 
required to infiltrate the system remotely, 
regardless of advanced authentication 
measures.

Ultimately, humans are accountable for 
ensuring the cyber security of the system, 
and their ability to observe proper protocols 
and good cyber security habits affects how 
secure the system is. Human error is the 
most addressed cyber-related threat in 
incident reports from both the chemical 
and aerospace industries. To combat the 
vulnerabilities presented by human error, it 
is best to create a culture of cyber security 
and mindfulness. NASA is doing this at its 
Jet Propulsion Laboratory by creating a plan 

for institutional IT knowledge and requiring 
dissemination of lessons learned from 
cyberattacks.31 A human who is informed 
about the safest ways to perform duties 
pertaining to digital systems is less likely to 
make a costly mistake.

UNADDRESSED THREATS
Many actions taken within the critical 
infrastructure sector and industry to respond 
to the current cyber threat landscape only 
partially address the problems presented by 
state-of-the-art cyberattacks perpetrated by 
advanced persistent threats (APT).32 They 
are primarily concerned with reacting to 
ICS attacks after they have occurred. The 
problem with this is that some cyberattack 
strategies are slowly implemented and 
carefully planned, so there will be very 
little or no time for an effective defence 
response once the attack is launched. This 
is all possible because of a lack of visibility 
in and supervision over digital IT systems 
and ICSs. This is true for many industries. 
Living-off-the-land threats can only 
be effectively detected through careful, 
sustained monitoring of the native processes 
and techniques used by digital systems. 
The key to noticing a threat like this is 
examining digital systems for behaviours 
that are out of the ordinary despite their 
authenticated appearance. Detecting this 
behaviour may stop a cyberattack in its 
early stages, before it can be executed 
in a fashion that is difficult to stop and 
compromises the safety of the reactor. It is 
important to note, however, that placing all 
focus on IT components is not sufficient; 
attackers may still be able to bypass this 
system into ICS controls before being 
detected.33

The most challenging aspect of 
anticipating future threats is that the 
framework for thinking about how threats 
operate can only be based on what is known. 
Cyber threats are ever evolving, and the 
methods that are most effective today for 
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addressing them may be irrelevant tomorrow. 
A new method for keeping pace with the 
changing threat would help greatly with the 
effort to maintain a capable cyber security 
framework for microreactors.

RECOMMENDATIONS AND 
POTENTIAL SOLUTIONS
To develop effective cyber security 
strategies for an evolving threat, advances 
in technology may work to the advantage 
of cyber security efforts. One prospective 
solution is the concept of an autonomous 
cyber defence system that works to seek out 
vulnerabilities in an IT component or ICS, 
essentially hacking them and exploring any 
vulnerabilities it can exploit.34 In essence, 
the autonomous system works to beat 
prospective hackers at finding weaknesses 
in a system and creating a proactive form of 
defence. The system would then report the 
weaknesses and start finding ways to patch 
out vulnerabilities. There will be challenges 
in developing an autonomous system that 
is sophisticated enough to do this, and it 
may require specialised programming to 
work with novel ICS; however, it is not 
out of the realm of possibility. The Defense 
Advanced Research Projects Agency hosted 
the Cyber Grand Challenge on 4th August, 
2016, in which teams competed to develop 
just such an autonomous cyber defence 
system.35

While the above technology does not 
yet exist in useable form; nonetheless, the 
same concept of proactive defence is possible 
now. Instead of using autonomous machine 
learning (ML) to perform the task, a team 
of hacking and cyber security experts can be 
tasked to analyse systems in a similar way. If 
microreactor plant owners desire, these teams 
could be maintained for the lifetime of the 
reactor to continue to test current patches 
for the information technology and ICS 
and provide feedback. By testing the threat 
in a digital twin framework and observing 
the vulnerabilities and consequences, proper 

mitigation steps and strategies could be 
implemented.

The use of digital twins in industry is 
relatively new; however, some techniques 
have been developed to help protect 
digital twins from cyber intrusion. One 
such technique is called data and software 
transformation. It simultaneously merges 
functions to break up modular codes and 
then entangles the transformed data with 
the altered control flow of the software. 
This approach would significantly increase 
the complexity of the processed software 
programming (or binary) and would make 
any attempts at reverse engineering the 
programme difficult, if not impossible.36 In 
essence, data and software transformation 
scrambles all communications to and from 
the digital twin. This defends the system 
in two ways: 1) it makes it significantly 
harder for attackers to understand how 
the system functions because they cannot 
understand how it communicates; and 
2) it makes modified commands issued 
from an external source stand out because 
they are incompatible with the system’s 
communication protocol.

If autonomously controlled microreactors 
are dependent on digital twins, it will 
be important to properly protect any of 
the implementing software from being 
infiltrated. Should the software become 
compromised by hackers, a cyber criminal’s 
plan of attack on a microreactor would 
accelerate. Protecting the digital twin and 
microreactor IT and ICS will be made 
easier if the software and systems are 
designed to allow the most visibility and 
clarity to all processes that occur within 
them. It is not always viable for every 
component in an ICS to be easily visible; 
however, the more components that can 
be easily observed in the software system, 
the less likely it is that a cyberattack will be 
able to remain hidden within it. Another 
tool that may be useful for protecting digital 
twins is Whitebox cryptography and the 
use of hardened application programming 
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interfaces. These tools lock the use and 
access of the digital twin and give access 
only to specified devices. Should the digital 
twinning software or its data be accessed 
from an unauthorised device, the device 
will not be able to do anything with the 
twin or the data it generates because 
the device does not have the required 
permissions.

It is important to note that much of 
the recent development in the artificial 
intelligence (AI)/ML driven autonomous 
control systems or digital twin technologies 
is based on using existing off-the-shelf 
algorithms developed for non-nuclear 
applications. Vulnerability of such solutions 
to infiltrations is relatively much higher 
compared to a scenario in which such 
technologies are researched, modified to be 
more secure, developed and implemented 
as a completely independent solution for 
each reactor design. Any approach, however, 
will have potential vulnerabilities that 
need to be evaluated in a risk framework. 
Significant progress has been made and 
research is underway to secure the online 
monitoring systems that are part of ICSs 
from cyber threats. Some of the potential 
solutions that are being explored in this field 
focus on setting up alerting mechanisms for 
manipulation of electromechanical devices.

Other options include multilayer 
network segmentation, using one-way 
communication devices such as diodes 
wherever possible, separation of physical 
and logical networks, etc. The use of fit-
for-purpose isolated subnets and egress 
packet inspection is already being applied 
in the development of digital twins for 
reactor design. Another option that is 
increasingly being considered focuses on 
integrating plant-specific information on 
reactor design into any control system 
architecture to minimise portability of 
malware and bots. Integration of reactor 
design-specific knowledge into such 
autonomous systems and digital twins will 
reduce the portability of malware and bots. 

It would require cybersecurity experts to 
work very closely with reactor designers 
and vice versa.

Still another aspect that is critical to 
the development of resilient digital twins 
and autonomous control systems is the 
concept of modularisation. A modular 
design and implementation would bring 
the transparency and clarity needed to 
improve cyber resiliency. For example, 
modularisation would lead to a digital twin 
hub instead of a single digital twin because 
of the nature of the technology profile. 
The hub would consist of separate digital 
twins for diagnosis, prognosis and strategy 
assessment (see Figure 6). In fact, it might 
be more appropriate to implement the 
initial development and implementations 
of automated control systems to be semi-
autonomous (see Figure 7). The system 
would help in autonomous control during 
normal operation but would require operator 
intervention for actions in an emergency 
or accident conditions. Such a system can 
provide the operator with a ranked list 
of potential options, but let the operator 
select the final action. A greater degree 
of modularisation would include many 
different potential algorithms for ML-based 
assessments wherein different approaches 
are used to address different scenarios of 
operations and emergencies.

Another key element that has received 
relatively little attention relates to the 
concept of ‘discrepancy assessment’. 
Autonomous systems can exhibit discrepancy 
in their predictions during two stages: 
1) training of the AI/ML solutions using 
knowledge base, simulation data and 
monitored data; and 2) actual operation. 
It is extremely important to develop a 
strong concept of discrepancy assessment 
at both stages by using a multi-attribute, 
multiparameter model, thereby eliminating 
the dependence on a single or a few 
corrupted streams of information. The 
concept would need to be integrated at the 
design stage of the plant so that one would 
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be able to assess the degree of discrepancy 
in data or predictions that are consistent 
with various scenarios of operating and 
emergency conditions. Such a knowledge 
base would be able to provide additional 
barriers on any potential deviation of data 
and predicted control actions beyond what is 
estimated from the knowledge base.

The concept of discrepancy assessment 
would need to be integrated into real-
time management of emergency scenarios. 
Once a control action is undertaken by 
an operator or an autonomous control 
system, the state of the plant could be 
tracked at a regular time interval (for 
example, every few seconds) to determine 
whether the plant is following the response 
as was predicted by the autonomous 
system following the safety action taken 
by the operator and control system. As 
the discrepancy between the actual versus 
predicted states increases, the operators 
would be able to undertake corrective 
actions or even scram the plant. For 
digital twins, the concept of ‘as-built’ 

instead of ‘as-designed’ models for training 
the ML algorithms can provide added 
security, ensuring data integrity. Modular 
architecture for the digital twins that 
is implemented as a digital hub with 
independent digital twins for diagnosis, 
prognosis and strategy planning can allow 
the necessary heterogeneity needed to 
provide defence in depth (see Figure 8).

DOMAINS FOR COOPERATIVE 
ENGAGEMENT
Microreactor designs are unique to their 
manufacturers; therefore, the vulnerability 
of a microreactor plant to cyberattack 
depends on the specific design of the 
reactor being attacked. Factors that play 
a role in this are physical design and 
organisation of the plant, the computer 
systems used, the means of communication 
among internal systems and with outside 
sources, and the efficacy of the safety-based 
design features’ response to successful cyber 
incidents.

Figure 7:  Semi-/nearly autonomous assessment hub
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Microreactor power plant systems must 
carefully account for an inventory of the 
potential vectors for cyberattack and the 
consequence of a successful attack through 
each of these vectors. Developing models 
and decision-making processes that can 
assess consequences — considering design, 
monitors and safety aspects — is critical.37 
The framework established in this paper 
is a step. The relevant plants should then 
implement cyber security measures based 
on the framework. Several ways to do this 
include increasing the visibility of ICS and 
IT systems, restricting network access to 
only those authorised to engage with it in 
specific locations, maintaining high levels 
of information security and monitoring the 
ICS and IT systems for abnormal behaviours 
so that the microreactor stays within its 
operating envelope.38

Industries, both nationally and 
internationally, may collaborate with one 
another and their government authorities 
to seek out and share information on the 
changes in the cyber threat landscape. 
This exchange of information will help 

microreactor plants adapt to the new 
threats and assess the impact of a successful 
attack of the newly discovered threat. 
For cooperation between industry and 
government authorities, procedures should 
be established to share information safely 
and reliably and a framework should also 
be developed for the time and means to do 
so.39 This can be of value as microreactor 
development focuses on international 
markets.

CONCLUSIONS
Microreactors have potential to support 
energy systems due to reactor design 
characteristics: small, mobile, capable 
of being placed in remote locations 
and semi-autonomously/autonomously 
controlled. Automated control systems 
that use the Internet and digital 
components to communicate between 
reactor instrumentation and the control 
system create a potential for new threats 
to nuclear systems through cyberattacks. 
Cyber security measures need to be 
developed for microreactor systems. The 
current threat profile and methodology is 
already challenging to address, with stealth 
techniques such as living off the land being 
used for related autonomous or highly 
automated ICS.

There is not a single facile method 
for creating effective cybersecurity for a 
microreactor; however, the framework 
discussed and potential solutions provide 
a basis for refinement and future work. 
Possessing a detailed understanding of 
every component and connection type in 
the instrumentation and control system 
will make it easier to identify the locus of 
vulnerabilities in the system and how an 
attack may spread. Cyber security measures 
can then be developed around those 
weaknesses and known pathways.

Using a cyber informed design approach 
for microreactors is a path that is strongly 
encouraged for future deployment to 

Figure 8:  Modular digital twin architecture
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